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A restless multi-armed bandit is a typical model for studying the properties of social learning[1].
We use a bandit having 1 good arm with pay-off 1 and infinitely many bad arms with pay-off 0. Good
lever turns into a bad one with a probability pc and a new good lever appears. There are N1 agents
with probabilities (pO1, qI1) of Observe and Innovate, and an agent with probabilities (pO2, qI2). It
is shown that, in order for the second agent to maximize his score, he should adjust his pO2 so that
dpO1 · dpO2 < 0. Surprisingly, it seems that this is true irrespective of pc.
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