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Behavioral experiments using repeated social dilemma games in groups and networks have revealed
that players’ decisions are strongly correlated to the fraction of cooperative partners in the previous
round of the repeated game [1, 2]. As the fraction of cooperative partners increases, on average, players
tend to cooperate with a higher probability (squares in Fig. 1), which is referred to as the conditional
cooperation. When the focal player has cooperated in the previous round, this pattern is remarkable
(circles in Fig. 1), while the probability of cooperation is less affected or even decreased by an increase
in the fraction of cooperative neighbors when the player has defected in the previous round (triangles
in Fig. 1). As a more detailed description, these behavioral patterns are referred to as the moody
conditional cooperation. The origin of conditional cooperation and its moody variant largely remains
unclear. We provide a proximate explanation by numerical simulations. We found that players adopting
a variant of the so-called Bush-Mosteller reinforcement learning rule [3] show the targeted behavior as
shown in Fig. 1. In the model, players respond only to the payoff they gained in the previous round
and have no access to information about the actions of other players. Thus they cannot explicitly
use conditional cooperation rules. We found that the reinforcement learners that showed moody and
non-moody conditional cooperation obeyed a behavioral pattern similar to the GRIM strategy, which
is a well-known strategy in the repeated prisoner’s dilemma game. A reinforcement-learning variant of
the GRIM strategy seems to better explain the past experimental results than the Pavlov strategy, an
established strong competitor in the repeated prisoner’s dilemma game.
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—_— Figure 1: Conditional cooperation (squares) and moody condi-
A AfterD 1 tional cooperation (circles and triangles) in the repeated prisoner’s
oAl | dilemma game. Probability of cooperation is plotted against the
fraction of cooperative neighbors in the previous round. The
squares represent the results not conditioned on the previous action
| of the focal player. The circles and triangles represent the proba-
- T 1 bility to cooperate when the player has cooperated and defected in
| | the previous round, respectively. These results were obtained by a
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